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Abstract 
The availability of sophisticated data storage facilities at less cost make us to get huge amount of data in all the domains like 

manufacturing and health care. This creation of huge amount of data requires highly efficient infrastructure in terms of high end 

computers with high computational power. The main aim this paper was to compare clustering approach with traditional 

approaches of influential variable analysis. Hence, from empirical data traditional methods of finding influential variables some 

time might not give exact results. In that case we can go for cluster analysis and then profiling the results through scatterplots will 

give more results. 
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1. Introduction 

The availability of sophisticated data storage facilities at less cost make us to get huge amount of data in all the domains like 

manufacturing and health care. This creation of huge amount of data requires highly efficient infrastructure in terms of high end 

computers with high computational power. There is always great need to identify very key critical variable which we call as 

influential variable to take necessary action. For example, in the manufacturing domain, we need to find at least top three or four 

influential variables for production / output and this will help them to increase the production after the required steps. According 

to Miyako Sagawa in evolutionary multi-objective optimization, variation operators are crucially important to produce improving 

solutions, hence leading the search towards the most promising regions of the solution space. In the literature we can find large 

number of approaches to find the critical or influential variable identification where some of them are numerical approaches and 

some of them are non-numerical or graphical approaches. Graphical methods are the very first approach to find whether really 

makes sense to the independent variable and it is easy to implement and understand. However, there is no very common approach 

that fits in to all types of issues and domains. In this paper, we briefly described the current approaches for identification of 

critical variable and explained the use of clustering approach in this case. It starts with some basic graphical methods and then 

modeling methods. These results were compared with clustering approach. 

2. Traditional Approaches of Influential Variable Analysis 

2.1. Partial regression plot 

In a simple linear regression model, a scatter plot of dependent and independent variable give some idea about the relationship 

between the variables. When performing a linear regression with a single independent variable, a scatter plot of the response 

variable against the independent variable provides a good indication of the nature of the relationship. If there is more than one 

independent variable, things become more complicated. Although it can still be useful to generate scatter plots of the response 

variable against each of the independent variables, this plot do not consider the influence of other variables that already exist in 

the data. Hence, partial regression plots are very useful to identify the impact of adding a new variable in to the model and gives 

clear picture of its influence on the dependent variable. This plot should be constructed for each variable separately in the 

following way: 

 Construct a regression model and calculate the residuals between the dependent variable and all independent variables 

without including a particular variable say Xi 

 Second step is to build a regression model between omitted variable Xi and all other independent variable and obtain 

the residuals. 

 Now plot the residuals constructed in step 1 against step 2 and observe the pattern 

In the literature, Velleman and Welsch explained the properties of these plots in the literature and also difference between partial 

regression plots and partial residual plots. Partial regression plots are most generally applied to identify the impact at individual 

variable considering the partial impact of other variables; whereas partial residual plots are most common the cases of in finding 

out the relation between just two variables only.  

In the following Figure 1, we can see the partial regression plot of three variables on a single dependent variable and we can see 

how they impact individually. 

http://www.jetir.org/
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Figure1: Partial regression plot of three variables on a single dependent variable 

 

2.2. Partial residual plot 

In the usual regression model with more independent variables, it is more complicated to find the impact of individual 

observations and in the case one can go for partial residual plot. Given the fact of other independent variable, partial residual plot 

will give the relation between X and Y variables. The steps involved in constructing the partial regression plots are:  

 Calculate the residual values from the usual regression model. 

 find the sum of residuals and product of regression coefficient of Xi and Xi 

 plot the two values calculated in the above two steps 

We need to take care that these plots give a different meaning if the dependent and independent variables are highly correlated. In 

other words, the high correlation values cannot treat as high impact on influence variables.  

 

Figure 2: Partial residual plots 

2.3. Influence of variables using R2 value and p-value 

In the usual regression model, we can calculate the R2 value and find the variability explained by the independent variables in the 

model. By using this measure we can identify the amount of variability added by a new variable in the model. Say for example, in 

the first step we can calculate the R2 value by using dependent variable Y and an independent variable X1. Find the R2 value from 

this model. Now compute the same regression model by using X1 and X2 on the dependent variable Y. Now the changed R2 value 

indicates the influence that it gives on the Y variable. But this is just an indication only and not always true. R2 value might 

change due to some other reasons as well. In addition to this, we can use the p-value of each of the independent variables also as 

an indication of how influence it causes to the model. At the same time, when the numbers of independent variables are large, 

then p-value might be slightly misleading to take the decision of influencing variables. 

 

 

2.4. Other methods of finding the influential variables 

There are some other methods also used in the literature to find the influencing variable and one of such methods is stepwise 

regression. Here each variable is added or deleted based on its influence on the dependent variable. Here we may not get any 

direct measure but we can say whether a particular variable is important or not. 
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3. Cluster based approach for influential variable analysis 

The basic ideology behind clustering is grouping the similar kind of objects together based on the distance between them. In other 

words, all the items in the single cluster are very closely located in terms of their distance between each other. The actual 

separation between the points using clustering methods will tell us the property of the clusters. Say for example in Figure 3, the 

three clusters divided shows cases about their properties that they have in unique. 

 

Figure 3: Three groups by clustering approach 

 

3.1 Methods of clustering 

There are several approaches that exist in the literature for doing the clustering and we discuss the most popular ones among 

them. 

Hierarchical clustering 

In these methods, a step-by-step cluster formation is carried out and it is stopped once the required numbers of clusters are 

formed. The first approach is agglomerative approach or bottom-up approach in which we start with each item forming its own 

group. Then it is slowly merged into its nearest point and so on to form clusters (see Figure 4). 

 

Figure 4: Agglomerative or bottom-up approach of clustering 

The second approach is divisive approach or top down approach in which we start with all items in a single cluster. Then it is 

divided into two clusters based on the largest separation. This procedure will continue until the required clusters are formed. 
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K-means clustering 

K-means clustering a numerical method to divide the entire group in to k clusters by minimizing the sum of squares of distances 

between data and corresponding cluster center point. The most commonly used distance measures are: Euclidean distance also 

called as 2-norm distance and Manhattan distance also call as 1-norm distance. The basic approach of k-means clustering is 

outlined as follows in Figure 5. 

 

Figure 5: The basic approach of k-means clustering  

 

 

3.2  Cluster profiling 

Profiling of clusters is nothing but studying the different properties of points within clusters which can reveal the similarities 

between the clusters. The cluster profiling usually reveals some hidden properties of the items in a cluster such as the unique 

properties of cluster which cannot be identified with a naked eye. In the following section with we will describe the profiling in a 

detailed based on empirical data. 

 

4. Results based on empirical data  

For the current study for the sake demonstration we took a hypothetical super market sale data related to five commodities and the 

target is to find the best influential variable on performance index of the super market. We applied the multiple linear regression 

on the above data with performance index as the dependent variable and the results are given as follows in Table 1. 

Table 1: Estimated regression parameters of the multiple linear regression models 

Variable Unstandardized  �̂� Std. Error(�̂�) Standardized  �̂� T value P-value 

Constant 5.246 2.020 -.153 2.597 .017 

Sales 1 -.002 .003 -.440 -.701 .491 

Sales 2 -.258 .120 -.192 -2.144 .045 

Sales 3 -9.839E-6 .000 -.452 -.998 .330 

Sales 4 -.021 .009 .134 -2.240 .037 

Sales 5 7.838 12.887 -.153 .608 .550 

From the Table 2, we can see that sales 2(p-value=0.045) and sales 4(p-value=0.037) are important predictors of performance 

indices of supermarket and they have influential on the index variable based on p-value approach.  

http://www.jetir.org/
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(a)                                                                                            (b) 

 

                                                  (c)                                                                                       (d) 

 

(e) 

Figure 6: Partial Regression plots 

The plots in the Figure 6 (a), (c) and (e)  shows approximately the horizontal reference line around zero, which indicates that the 

coefficient of sale 1, sale 3 and sale 5 are not significantly different from zero. Hence, from Partial Regression plots on Figure 6 

and Figure 8 we can see that sale 2 and sale 4 seems to be influential variables on the performance indices of supermarket. 

Moreover, partial residual plots in Figure 7 show the relationship between a given independent variable sales 1, sales 2, sales 3, 

sales 4, and sales 5 and the response variable performance indices of supermarket given that other independent variables are also 

in the model. Hence, from partial residual plots the independent variables sales 2 and sales 4 appeared have additional useful 

information in predicting performance indices of supermarket (Figure 7 (b) and (d)). However, the independent variables sales 1, 

sales 3, and sales 5 appeared be have no additional useful information in predicting performance indices of supermarket as points 

are approximately showed horizontal band Figure 7 (a), (c) and (e)). 

http://www.jetir.org/
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(a)                                                                                         (b)  

 

 
                                                 (c)                                                                                                  (d) 

 
    (e) 

Figure 7: Partial Residual plots 

Long bar represents predictors that contributes the most new information to the model. Hence, adding predictors sales 2 and 4 in 

the model contributes highest percentage as indicated by longer bars (Figure 8), indicating two predictors were influential in 

predicting the performance indices of super market. Furthermore, stepwise regression is used as a modification of the forward 

selection so that after each step in which a variable was added, all candidate variables in the model are checked to see if their 

significance has been reduced below the specified tolerance level. If a non-significant variable is found, it is removed from the 

model. By specifying two default significance levels: one for adding variables and one for removing variables as 0.15, the 

predictors sales 2 and sales 4 were selected as influential predictors of performance indices for super market data(results are not 

shown here).  

http://www.jetir.org/
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Figure 8: Shows incremental impact of including predictors in the Model using R-square change  

Now we will go for clustering approach and by using K-means clustering, we divide the data into 4 clusters and results are further 

analyzed (profiling) and the simple scatter plots as follows. 

 

Figure 9:  

From the above Figure 9, we can see the sales3 has clearly differentiated the clusters in a better way and hence it is also a vital 

variable of importance to the index variable. 

5. Conclusions  

Traditional methods of finding influential variables some time might not give exact results. In that case we can go for cluster 

analysis and then profiling the results through scatterplots will give more results. In this way we can identify the critical variables 

from manufacturing or health care domains. 
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